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Executive Summary 
The mission of the National Highway Traffic Safety Administration is to save lives, prevent 
injuries, and reduce healthcare and economic costs due to motor vehicle crashes. One way 
NHTSA furthers this mission is by providing practical information to State and local officials 
who develop, implement, and evaluate traffic safety programs. Historically, evaluations of 
community traffic safety programs have collected data from samples of residents using 
nonprobability intercept surveys in lieu of more rigorous probability surveys, or they used 
secondary data instead of primary data collection of any kind. The method of sampling or the 
technique used to select a sample of respondents from the broader population can affect the 
interpretability of the results of an evaluation. For example, compared to rigorous probability 
sampling, nonprobability sampling methods make it more difficult to generalize findings from 
the sample to the broader population. However, it is not always feasible to use probability 
sampling when collecting data based on operational complexity, statistical complexity, cost, and 
timing constraints. Thus, many evaluators of community traffic safety programs could benefit 
from statistically sound practices for using nonprobability sampling methods and secondary data 
sources.  
 
This document presents two nonprobability sampling methodology plans that provide practical 
steps and suggestions for increasing the rigor of community traffic safety program evaluation. 
These plans are opt-in online panel surveys with quota sampling and intercept surveys with quota 
sampling. This document also identifies and describes existing (secondary) data sources that may 
be of use to local traffic safety officials looking to evaluate their road safety programs as well as 
limitations of these data sources and suggestions regarding their use.  
 
Each nonprobability methodology plan provides:  

• a thorough description of the sampling method, 
• a discussion of factors to consider when assessing the appropriateness of the approach, 
• the steps involved in conducting a study using the sampling approach, 
• a comparison of the nonprobability sampling method with address-based sampling 

(ABS), a probability-based approach, 
• definitions of key terms, and 
• a discussion of the evaluative criteria used to assess the sampling methodology. 

In general, nonprobability sampling methods are more biased, less precise, and require more 
assumptions about the population from which data are collected. These methods should be 
avoided for use when the goal is to accurately generalize the results from survey respondents to a 
broader population. Alternatively, nonprobability sampling methods can be used when the use of 
probability sampling methods is prohibitive and when core objectives of the study are to lower 
cost, obtain responses faster, or target hard-to-reach populations. Readers of these plans should 
consider their available resources and contextual circumstances when assessing which of these 
sampling methods may meet their needs. The contents of this document do not have the force 
and effect of law and are not meant to bind the public in any way. This document is intended 
only to provide clarity to the public regarding existing requirements under the law or agency 
policies 
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Plan 1: Opt-in Online Panel Survey with Quota Sampling 
This methodology plan presents practical steps and suggestions for increasing the rigor of 
community traffic safety program evaluation through an opt-in online panel survey with quota 
sampling. We begin with a thorough description of opt-in online panel surveys and quota 
sampling. Next, we present factors to consider (e.g., target population and study area size) when 
assessing the appropriateness of this approach for a specific study. We then break down the steps 
necessary to conduct an opt-in online panel survey with quota sampling (i.e., sample design, 
questionnaire, survey administration, incentives, survey estimation). Finally, we provide a 
comparison between opt-in online panel surveys with quota sampling and probability sampling 
methods. Definitions of key terms used throughout this plan can be found in the glossary of 
terms at the end of this report.  

Overview 
An opt-in online panel survey used in combination with quota sampling can be a useful non-
probability approach for effectively targeting the general population or a subset of the general 
population while obtaining survey estimates of acceptable quality. A hypothetical survey 
assessing attitudes toward nighttime seat belt use among the general population will be referred 
to throughout this guide as an illustrative example for the implementation of an opt-in online 
panel survey with quota sampling. Opt-in online panel surveys, which are also referred to as 
volunteer web panel surveys, use methods such as web advertisements or email invitations to 
recruit panel members. Through these avenues, people self-select into the panel and participate 
in surveys later. Personal background information (e.g., demographic, behavioral, attitudinal) is 
commonly collected. This information can be used later to select sample respondents with 
specific attributes, which can help reduce recruiting effort and cost (Baker et al., 2010; Couper, 
2000). For example, an opt-in online panel may collect information about parental or childcare 
status, which can be used to draw a sample for a study of car seat safety. If the attributes of 
interest (e.g., parental status) are not collected upon empanelment, they can be identified through 
screening questions that are generally asked at the beginning of the survey.  

Quota sampling is a sampling technique that, by design, yields a sample of respondents with 
characteristics like those of the broader population of interest (Baker et al., 2013). The goal of 
quota sampling is to maintain the proportions of respondent characteristics (e.g., demographic) in 
the sample as they occur in the population. Mutually exclusive subgroups are first identified in 
the population for the development of quota cells. These subgroups are identified by certain 
demographic, behavioral, and/or attitudinal characteristics. For data collection, the maximum 
number of survey participants with these characteristics is predetermined through the 
establishment of how many participants are needed for each quota (quota cell size). Each quota 
cell corresponds with a unique set of respondent characteristics (e.g., college-educated females 
age 34 to 49). Once the desired number of participants is reached for a particular quota cell, data 
collection is discontinued for that cell and more effort can be expended on filling other quota 
cells that do not have a target number of completed surveys (Callegaro et al., 2014).  

One approach to specifying quotas entails identifying a source of benchmarks and then 
specifying the number of interviews/surveys/respondents in each cell in a manner that will result 
in sample characteristics that resemble the population. Specifically, the population proportions of 
demographic characteristics (the joint population distribution) within the area is calculated based 
on external benchmarks from a source such as the American Community Survey (ACS) or the 
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Current Population Survey (CPS), and the number of survey participants in each quota cell can 
be determined by multiplying the total sample size by the calculated joint population distribution. 
For example, as shown in Table 1, suppose the desired total sample size for the example study is 
1,000, and the population distribution of age group (16–35, 36–60, and 60+) by gender (male, 
female) is 15% (males 16–35), 19% (males 36–60), 16% (males 60+), 14% (females 16–35), 
20% (females 36–60), and 16% (females 60+). The number of survey participants needed in this 
case would be 150 (i.e., 1,000 x 15%), 190 (i.e., 1,000 x 19%), 160 (i.e., 1,000 x 16%), 140 (i.e., 
1,000 x 14%), 200 (i.e., 1,000 x 20%), and 160 (i.e., 1,000 x 16%) for the six age-by-gender 
quotas.  

Table 1. Example Quota Cell Sizes (N)  

  Age 16–35 Age 36–60 Age 60+ Total 

Male Sample size 150  
(15%) 

190  
(19%) 

160 
(16%) 

500  
(50%) % of population 

Female Sample size 140  
(14%) 

200  
(20%) 

160 
(16%) 

500  
(50%) % of population 

Total Sample size 290  
(29%) 

390  
(39%) 

320 
(32%) 

1,000  
(100%) % of population 

 

Note that this approach specifies quotas that are proportional to the population. This can result in 
accurate estimates overall but may lead to imprecise estimates for some subgroups. The 
alternative would be to specify larger quotas for subgroups where more precise estimates are 
needed, such as if you were particularly interested in older (60+) females, and then to correct for 
this oversampling through a weighting process (described later in the Survey Estimation section 
of this report). 

Behavioral and attitudinal variables can also be used to design the quotas if they are available in 
the external benchmarks. The demographic, behavioral, or attitudinal characteristics used to 
design the quotas should be selected based on whether they are related to the survey outcomes. 
For example, sex and urban/rural dwelling status could be used in the quota design for our 
example survey if that information were available in both the panel and benchmark data, as both 
were found to be associated with seat belt use (Li & Pickrell, 2019; Beck et al., 2017).  

When accurate benchmarks are not available for the target population, special considerations 
may be needed for designing quotas, as using quotas for a different population could introduce 
bias. For example, suppose that the target population is nighttime drivers, but benchmarks are 
only available for people of driving age, regardless of nighttime driving (as in Table 1). Then, 
setting quotas for nighttime drivers based on the Table 1 benchmarks could introduce bias, as 
nighttime drivers may have different characteristics than others of driving age with respect to age 
and gender.  

Target Population and Study Area Size Considerations 
Quota sampling can be incorporated into an opt-in online panel survey to make the sample 
characteristics closely resemble those of the target population and to improve how well the 
survey estimates values from the population. 
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Opt-in online panel surveys are appropriate for the general population, common subsets of the 
general population (e.g., teens, minorities), and some hard-to-reach populations (e.g., caregivers 
of children). They might be inappropriate or challenging to design for hard-to-reach populations 
with socially undesirable characteristics (i.e., people who are involved in illegal or stigmatized 
activities), as these people will tend to not provide such information when they are recruited into 
the panel. Opt-in online panel surveys are feasible and commercially available for States and 
likely feasible for large metropolitan areas, but they may not be appropriate when the population 
size of a local area is especially small. If there are not enough existing panel members for that 
area, more effort will be required to recruit additional panel members. However, the number of 
completed surveys might ultimately still be low. Feasibility for a survey in a local area can be 
further constricted due to additional screening criteria (e.g., surveying only teens or minorities 
within a small area), which may further limit the number of completed surveys within the target 
population. 

Implementation of Opt-in Online Survey Panels 

Sample Design 
When the target population is a subset of the general population within a local area, the opt-in 
online panel should additionally be restricted to the eligible members if the requisite background 
information (e.g., geographic location) is available in the panel; otherwise, screening questions 
should be added in the questionnaire to ensure survey participants meet the eligibility criteria. If 
there are doubts about the availability of background information from the panel, then it may 
make sense to ask screener questions on key study eligibility criteria in the survey to ensure that 
the respondents are in the target population. In the case of the example study, age information 
available in the panel could be used to restrict the sample to either adults or people of driving 
age. If the population of interest includes additional eligibility criteria (in this example, 
frequency of nighttime driving) that are unavailable from the panel, then screening questions 
should be added to assess these criteria. Assuming that benchmarks are available for the target 
population (e.g., frequent nighttime drivers), then the quota design considerations and procedures 
described above remain the same.  

Survey Instrument Design 
There are several questionnaire design aspects to consider as panel surveys are conducted online 
(Dillman et al., 2014). Questions should display similarly across different devices (including 
mobile phones), platforms, browsers, and user settings. The surveys should be programmed for 
the lowest likely screen resolution so that the survey content appears in the intended way on the 
screen for most users and the need for scrolling is minimized. The questionnaire region should be 
center-aligned horizontally on the page so that the questions look similar and scrolling is 
minimized regardless of monitor width. 

A hybrid design should be considered to balance the use of the scrolling design (i.e., multiple 
questions per page) and the page-by-page design (i.e., one question per page). A scrolling design 
is better for a long questionnaire and for grouping questions by topic. A page-by-page design is 
more accommodating of skip patterns and can reduce data loss due to overlooked items or 
unsaved answers. A hybrid design, for which the scrolling design and page-by-page design are 
used for different types of questions in one questionnaire, can reduce the response burden, 
improving survey completion rate and response quality. 



 

5 

Additional survey design considerations  

• Create informative and appreciative welcome and closing screens that appeal to survey 
participants. 

• Allow survey participants to navigate backwards to previous survey items and to stop the 
survey and complete it at later time. 

• Do not include a progress indicator unless the questionnaire is very short. 
• Consider providing “not applicable” and/or “don’t know” options; also, consider the 

effect of their inclusion on respondent behavior. Do not require responses unless 
necessary for progressing through the survey. 

• Ask screening questions up front and background (e.g., demographic) questions at the 
end. For demographics, consider if the necessary information is already available in the 
panel or whether there are any data quality concerns about the panel information. 

• Avoid using abbreviations that participants may not know.  
• Ensure accessibility and compliance with the American Disabilities Act.  

Survey Administration 
Potential survey participants can be identified based on the background information of the panel 
and contacted for a specific study screening. Contacts are usually made via emails that include 
information such as the study name, incentive information, time commitment, and a link to the 
screening questionnaire. The screening questionnaire should not take too long for a participant to 
complete (e.g., less than 5 minutes), and should contain both the general screening criteria (e.g., 
panel members who have previously participated in the same survey should be excluded) as well 
as study-specific screening criteria (e.g., frequency of nighttime driving if frequent nighttime 
drivers is the population of interest).  

After completing the screening questionnaire, participants who qualify for the survey should 
complete the consent form before being directed to the main questionnaire for the study. Panel 
members who are eligible for the study and complete the consent form should be immediately 
redirected to the full survey. Surveys are self-administered and should be accessible at any time 
during the designated fielding period. Participants should be able to complete the survey only 
once. Quotas should be monitored, so that when the maximum number for a quota cell is 
reached, data collection is discontinued for that cell. 

Incentives 
Previous research has shown that prepaid cash incentives in address-based surveys are more 
effective for increasing response rate than promised (i.e., contingent) incentives or gifts (Singer 
& Ye, 2013). However, for an opt-in online panel survey, sending prepaid cash incentives is not 
practical. A more cost-effective way is to send the promised incentive after the sample member 
completes the survey. The promised incentives might include e-rewards currency or some other 
honorarium, such as prepaid Visa cards or charity donations. Opt-in online panels frequently use 
these incentives to recruit new panelists and have policies in place regarding the reimbursement 
of participants for completing surveys. Also note that while the use of incentives to collect data 
is common in the private sector, it is not something that the Federal Government does as a 
routine matter. The Federal Government cannot provide these types of rewards without first 
justifying their use as a necessary expense of collecting the survey data. 
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Survey Estimation  
For those conducting analysis of survey data, survey weighting is a commonly employed 
mechanism that allows for the generalization of survey results from the survey sample to the 
population. In practical terms, weights are commonly employed in a survey data set through a 
weight variable that has a numerical value for each respondent indicating how many population 
members each respondent is thought to represent. These weights can then be used for estimating 
common survey statistics, such as means, proportions, and totals. For example, in a survey of the 
driving-age population, the proportion of people that drives frequently at night could be 
estimated as the total weights of frequent nighttime drivers divided by the total weights of all 
respondents.  

In a probability-based survey context, survey weights are commonly employed to account for the 
study design and to correct for biases (Valliant et al., 2018). Although these concepts do not 
translate neatly to the nonprobability context, survey weights can still be used to correct for 
selection bias. A straightforward and common way of doing so is to compute calibration weights 
(e.g., poststratification or raking weights), which are created to ensure that the sample 
distribution of key characteristics matches that of the population benchmarks. These benchmarks 
are commonly estimated from a high-quality external data source, such as the ACS. In the 
context of quota sampling, recall the example used in the sample design section above (Table 1) 
and suppose that the quotas cannot be followed exactly. In particular, the final numbers of 
completed survey per group deviate from the expected 150, 190, 160, 140, 200, and 160 for the 
six age-by-gender quotas. The use of calibration weighting on the age-by-gender categories will 
ensure the survey-weighted proportions of age-by-gender are still 15%, 19%, 16%, 14%, 20%, 
and 16%, which will match the proportions in the population.  

More importantly, there are many situations in which it will be impractical to specify quotas for 
all relevant dimensions simultaneously but where calibration weighting on a broader set of 
variables (or levels of variables) could further correct bias. Uncorrected bias can arise if there are 
important population characteristics that were not incorporated in the quota design (e.g., quotas 
correctly reflect the population’s age and sex distributions, but highly educated people are 
overrepresented and have different behaviors of interest than others). The ideal adjustment 
variables used in calibration weighting are those that are highly correlated with survey variables 
of interest (Little & Vartivarian, 2005), which may include demographic, behavioral, and 
attitudinal characteristics. Note that quotas are commonly specified based on the joint 
distribution of relevant variables (e.g., fully cross-classifying age group by gender in Table 1), 
but calibration can accommodate a larger number of variables. 

Calibration weighting should also account for the screening criteria, which may affect the choice 
or availability of appropriate external benchmarks used in weighting. If there are differences in 
survey eligibility that are not reflected in population benchmarks, then weighting an eligible 
sample (e.g., frequent nighttime drivers in the general population) to population benchmarks that 
include some ineligible people (e.g., non-drivers in the general population) would introduce bias 
in estimates. Ideally, population benchmarks used should reflect screening criteria. If such 
benchmarks are unavailable, then an indirect calibration weighting approach, which involves 
treating the target population as a domain (i.e., subpopulation) of a larger, well-defined 
population for which benchmarks are available, could be used. Then, by generating weights for 
the larger population, weights are indirectly generated for the target population. 
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Comparison to Probability Sampling Methods 
Probability sampling is a general sampling approach whereby all members of the population 
have a known and non-zero probability of being selected into the survey. This allows results 
from a survey sample to be generalized to the larger population that the sample members are 
intended to represent under known mathematical measures of uncertainty. Address-based 
sampling (ABS), a sampling approach that involves the selection of a random sample of 
addresses from a list of postal addresses from the U.S. Postal Service, is one of the most 
commonly used probability sampling methods in practice, and allows for better geographic 
targeting in a local area compared to other probability sampling methods. 

Compared to an opt-in online panel survey with quota sampling, ABS has better coverage of the 
target population, which reduces the bias generated from any population segments with certain 
characteristics missing in the sample and ensures that the survey results can be generalized to the 
target population. However, ABS is often much more complex in terms of operations and more 
expensive in implementation than an opt-in online panel survey with quota sampling.  

The quality of a survey can be assessed in terms of its exchangeability, positivity, composition, 
and precision. The first three focus on the bias component of survey error and the last one 
focuses on the variance component of survey error (Mercer et al, 2017). 
 
Exchangeability refers to whether there are any unobserved variables that are correlated with 
both the inclusion of population members in the sample and the outcomes being measured in the 
survey. For example, exchangeability could be an issue if people who do not wear seat belts also 
do not answer surveys for some unidentified or unexplained reason. 

 
Positivity refers to whether any population segments with certain characteristics have no 
chance of being included in the sample. For example, people without an email address cannot 
participate in many on-line surveys. 
 
Composition refers to whether the distribution of observed variables in the sample is similar to 
the distribution of observed variables in the population. Greater composition indicates a more 
representative sample and thus less potential bias in the estimates. 
 
Precision is the inverse of the degree of uncertainty surrounding an estimate. That is, an 
estimate that has low sampling variance will have high precision. 
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Table 2. Quality of Opt-in Online Panel With Quota Sampling Versus Address-Based Sampling 

 
Opt-in Online Panel Survey With 

Quota Sampling Address-Based Sampling 
Exchangeability  Auxiliary variables available in the 

panel can be used in designing the 
quotas to attempt to adjust for bias if 
the variables correlate with both the 
inclusion of population members in 
the sample and the survey outcomes 
to reduce risk. 

Random sampling breaks the 
association between unobserved 
variables and probability of 
inclusion. In addition, auxiliary 
variables appended to the address 
list can be used in the sample 
design to target the specific 
population of interest and balance 
the sample allocation among 
different subpopulations to reduce 
risk. However, ABS runs the risk 
of bias related to people who 
actually read and respond to mail 
solicitations. 

Positivity  Opt-in online panel surveys are 
subject to bias due to the positivity 
issue, which cannot be easily 
adjusted. There are likely substantial 
parts of the population that are 
unaware of the panel, or are unable 
to participate (e.g., due to lack of 
internet access), and thus have no 
chance of being selected. The impact 
of the positivity depends on the 
extent to which people excluded 
from the sample may differ 
systematically from the overall 
population.  

The extent of coverage error 
depends on the amount of under-
coverage of the addresses and the 
extent of the differences between 
covered and non-covered 
addresses. Because the addresses 
are usually supplied by the USPS, 
ABS generally has good coverage. 

Composition  Quota sampling and calibration 
weighting can be used to adjust for 
bias due to the composition issue 
under certain circumstances. 

Calculation of design weights, 
nonresponse weighting, and 
calibration weighting can adjust for 
bias due to composition issues. 

Precision  Assuming the estimates are 
approximately unbiased, the 
precision of an opt-in online panel 
survey depends on how large the 
overall sample size is, the extent to 
which the sample resembles the 
population, and how weighting is 
conducted. 

The precision of ABS depends on 
factors such as how large the 
overall sample size is, whether a 
multistage stratified sampling 
design is implemented, and how 
weighting is conducted. Highly 
unequal probabilities of selection 
in ABS can reduce precision. 
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If there is concern about exchangeability, one can evaluate whether the auxiliary variables 
correlate with the survey outcomes. Regression models can be used to test the existence of such 
relationships in data from similar surveys (if such surveys exist). The relationship between 
auxiliary variables and inclusion of population members in the survey cannot be tested, as the 
information for the non-sampled cases is typically unknown for opt-in online panel surveys. 

If there is a potential for positivity, the distribution of demographic and other characteristics for 
panel members and survey participants can be compared to the distribution of these 
characteristics from the external benchmarks to determine whether any portion of population that 
is of interest to the researcher is missing. 

If composition is a concern, calibration weighting should be conducted if the actual number of 
completed surveys in each quota cell deviates from the number of completed surveys prescribed 
in the original quota design or if there are important population characteristics that were not 
incorporated in the quota design. 

If there is concern about precision, one can compare the point estimates to the external 
benchmark first. If the difference is small, consider the standard error estimates and resulting 
confidence intervals for the estimates. 
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Table 3. Feasibility of Opt-in Online Panel With Quota Sampling and Address-Based Sampling 

 
Opt-in Online Panel Survey 

With Quota Sampling Address-Based Sampling 
Operational 
Complexity 

Operational complexity is 
relatively low.  

Panel construction can be the most 
complex part as it takes effort to 
set everything up. Survey fielding 
and panel maintenance are fairly 
standard after panel is constructed. 

Operational complexity is typically high.  

Considerable effort is required to create 
the address list; activities include out-of-
scope address removal, address updates, 
deduplication, standardization, and the 
appending of auxiliary data. Complexity 
is further increased if face-to-face 
interviews are used as the data collection 
mode, as interviewer training and 
scheduling are needed. 

Statistical 
Complexity 

Statistical complexity varies.  

Quota sampling and calibration 
weighting are typically needed, 
although more effort (e.g., model-
based estimations) can be 
expended to attempt to reduce bias 
and increase precision. 

Statistical complexity is typically high.  

On the sampling side, the complexity 
depends on whether a multistage or single 
stage sampling design is taken. On the 
weighting side, weighting needs to be 
conducted to account for design weights, 
nonresponse weighting, and calibration 
weighting. 

Data 
Collection 
Mode 

Web is the primary data collection 
mode. 

Face-to-face interviews or mail are the 
primary data collection modes.  

Length of 
Fielding 
Period 

Fielding is relatively fast.  

The actual time depends on how 
quickly the number of surveys 
needed to fulfill each quota cell 
can be fielded. 

Fielding is typically slow, especially 
when waiting for responses to return 
through the mail. 

Cost Cost is generally low (unless a 
panel is being newly constructed).  

Factors that influence cost include 
overall sample size, effort 
expended to follow up with sample 
members, field the target number 
of completed surveys in each quota 
cell, and the value of incentives 
used. Furthermore, when the scope 
or the population size of a local 
area is too small, additional costs 
are necessary to recruit more panel 
members. 

Cost varies.  

Factors that influence cost include overall 
sample size, how much effort is expended 
to follow up with non-respondents, and 
whether incentives are used. If ABS is 
used with web data collection, costs will 
typically be higher than an opt-in panel, 
but not dramatically so. Cost will be 
higher by orders of magnitude if face-to-
face interviews (rather than mail or web) 
are used as the data collection mode. 
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Plan 2: Intercept Survey With Quota Sampling 
This methodology plan presents practical steps and suggestions for increasing the rigor of 
community traffic safety program evaluation through an intercept survey with quota sampling. 
We begin with a thorough description of intercept surveys and quota sampling. Next, we present 
factors to consider (e.g., target population and study area size) when assessing the 
appropriateness of this approach for a specific study. We then break down the steps necessary to 
conduct an intercept survey with quota sampling (i.e., sample design, questionnaire design, 
interviewer training, survey administration, incentives, survey estimation). Finally, we provide a 
comparison between intercept surveys with quota sampling and probability sampling methods.  

Overview 
An intercept survey used in combination with quota sampling can be a useful nonprobability 
approach for effectively obtaining survey estimates of reasonably acceptable quality under 
certain circumstances. 

Intercept surveys are one of the most commonly used convenience sampling approaches and are 
conducted by approaching potential participants for an interview as they pass by in a public place 
(i.e., “intercepting” them; Schonlau & Couper, 2017). Intercept surveys can be conducted in a 
variety of settings, such as shopping malls or, in the traffic-safety context, Departments of Motor 
Vehicles (DMV; Baker et al., 2013). For such efforts, systematic sampling is often employed by 
inviting every nth (e.g., 5th, 10th, 100th) person that passes by a specific spot in a mall or outside 
DMV office to participate. Alternatively, other random sampling methods could be applied to 
randomly select people to participate in the study.  

Quota sampling can be incorporated into an intercept survey to make the sample characteristics 
closely resemble those of the target population (improve composition) and to improve the 
precision of the survey estimates. 

Target Population and Study Area Size Considerations 
Intercept surveys are appropriate for the general population as well as subsets of the general 
population (e.g., older adults). They might be inappropriate or challenging to design for hard-to-
reach or stigmatized populations (e.g., caregivers of children or drug-impaired drivers, 
respectively), as the recruiting effort for such populations is high, which drives up the overall 
cost and length of fielding period. Intercept surveys are appropriate when the population size of a 
local area is small (e.g., cities or small counties), as they are more likely to cover the population 
of interest and can be more efficiently used to recruit the population members for the study 
(compared to a large geographical area or large population). 

To illustrate the implementation of an intercept survey with quota sampling, a hypothetical study 
assessing the attitudes of older drivers about traffic safety attitudes will be used as an example. 

Implementation  

Sample Design 
The first step of sampling for an intercept survey involves the selection of intercept locations 
within a local area. A wide variety of locations (e.g., shopping malls, gas stations, recreation 
parks) can be chosen to conduct an intercept survey, and bias can be generated if a small number 
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of locations are selected, as the people who come from one intercept location may have similar 
characteristics to one another and these may differ from the characteristics of people drawn from 
other locations. A diverse set of locations should be selected directly and (ideally) randomly to 
obtain participants with varied characteristics, and a larger number of people can be selected for 
the locations with larger aggregation of population members. Alternatively, probability-
proportional-to-size (PPS) sampling can be applied to select the locations if the population 
distribution (e.g., the proportion of the overall population represented by different DMV offices) 
is a primary consideration, after which the same number of people can be selected within each 
location for easier logistics. For a survey of traffic safety attitudes among older drivers, local 
DMVs could be chosen as the intercept locations, as the desired demographic can be easily 
targeted in these locations because in many States they have to take a vision test. Suppose two 
locations need to be selected among four local DMV offices, and the proportional distribution of 
older drivers among the four DMV offices is 10% (DMV location 1), 20% (DMV location 2), 
30% (DMV location 3), and 40% (DMV location 4). By using a PPS sampling method, the two 
DMV offices would be selected from among the four using the following selection probabilities: 
DMV location 1 = 0.1; DMV location 2 = 0.2; DMV location 3 = 0.3, and DMV location 4 = 0.4. 
This approach ensures that DMV offices with a larger proportion of older drivers will have a 
higher chance of being selected. Note that this is a simple example of how PPS sampling is 
conducted, since you would ideally collect information from all four locations. In that situation, 
and if possible, one could use quota sampling to collect 10% of the desired total from location 1, 
20% from location 2, etc. In practice, a fairly large number of locations should be selected from 
an even larger list of potential sites to reduce the bias generated due to homogeneity within the 
same location.  

As indicated above, quota sampling can be applied to determine the number of survey 
participants for each local jurisdiction. The distribution of demographic characteristics (e.g., the 
population proportions for different gender-by-age groups) within a local jurisdiction is 
calculated based on external benchmarks, such as those provided by the ACS or the CPS, and the 
number of survey participants in each quota cell is determined by multiplying the sample size by 
the calculated joint population distribution. Each selected intercept location within a local 
jurisdiction can follow the same quota design within that local jurisdiction to reduce the study’s 
operational complexity. For example, suppose the sample size for a particular DMV office is 
1,000, and the population distribution of age group (65 to 74, 75 or older) by gender (male, 
female) within a local jurisdiction area served by that DMV is shown in Table 4. The number of 
survey participants needed in this case would be 240 (i.e., 1,000 x 24%), 260 (i.e., 1,000 x 26%), 
230 (i.e., 1,000 x 23%), and 270 (i.e., 1,000 x 27%) for the four age-by-gender quotas.  

Table 4. Example Quota Cell Sizes 

  Age 65-74 
Age 75 or 

older Total 
Male Sample size 240  

(24%) 
230  

(23%) 
470  

(47%) % of population 
Female Sample size 260  

(26%) 
270  

(27%) 
530  

(53%) % of population 
Total Sample size 500  

(50%) 
500  

(50%) 
1,000 

(100%) % of population 
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This method implicitly assumes that either: a) population distributions are similar across 
intercept locations; or, b) within the quota cells, the survey outcomes do not depend on the 
intercept location (e.g., traffic safety attitudes among males aged 75 or older are similar across 
DMVs). Alternatively, different quotas can be designed for each intercept location within a local 
jurisdiction to reduce the bias if an external benchmark is available at the intercept location level, 
although the benchmark is typically only available at the jurisdiction level, and different quotas 
among locations would add operational complexity. 

The timing of survey collection windows should also be carefully considered and selected. In 
general, data collection periods should occur randomly across the locations and hours of 
operation (e.g., weekdays and weekends; mornings and afternoons). Also, avoid holidays and 
festivals that may attract large numbers of people from outside the community and thus 
complicate survey logistics. 

Survey Instrument Design 
The ideal questionnaire design for an intercept survey depends on whether the survey is 
administered by an interviewer or is self-administered by survey participants via paper, tablet, or 
laptop. Regardless of the mode used, several good practices apply:  

• Provide a clear and persuasive introduction to appeal to potential participants and include 
an appreciation after the survey is conducted. 

• Keep the survey short (i.e., 5 to 10 minutes to complete). 
• If multiple modes are used, keep the question format and wording as similar as possible 

across the survey data collection codes. 
• Consider providing “not applicable” and/or “don’t know” options and the effect of their 

inclusion on respondent behavior. Do not require responses unless necessary for 
progressing through the survey. 

• Ask screening questions up front and background (e.g., demographic) questions at the 
end. 

• Avoid using abbreviations that participants may not know. 

When feasible, administering an intercept survey on a tablet is typical as it is easier to carry 
compared to a laptop, provides for easier data entry compared to paper surveys, and costs less 
than surveys verbally administered by interviewers due to a reduced need for training. There are 
several questionnaire-design best practices and considerations that are specific to surveys 
conducted on a tablet: 

• Questions should display similarly across different platforms and/or browsers that may be 
used. 

• Because the survey should be short, employ a page-by-page design (i.e., one question per 
page). This is more accommodating of skip patterns and can reduce data loss due to 
overlooked items or unsaved answers. 

• Assuming the survey is short, it may be beneficial to provide a progress indicator. If the 
survey is long, a progress indicator is not suggested.  

• The questionnaire region should be center-aligned horizontally on the page so that the 
questions look similar and scrolling is minimized regardless of monitor width. 

• Allow survey participants to navigate backwards to previous survey items and to stop the 
survey and complete it at later time. 
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In some cases, considerations such as the expense of acquiring tablets or participants’ 
unwillingness to touch shared surfaces may make the use of tablets untenable. 

There are also questionnaire design considerations unique to surveys that are administered via 
paper (Fanning, 2005):  

• If skip patterns are needed, create visual navigation guides (e.g., arrows) and use them 
consistently. 

• Determine any intuitive question groupings based on question content, type (e.g., matrix 
questions that use the same response scale), and logical order. Color and space can be 
used to make question groupings more readily apparent. 

Finally, best practices for surveys administered by interviewers include: 

• Break complex questions into a series of simpler questions. 
• Avoid asking ranking questions, nominal questions with many response options, and 

questions with a check-all-that-apply format to reduce the response burden. 
• Provide short and simple transition statements when reading questions.  

o For example, consider the question “How likely do you think it is that a person 
would receive a ticket for sending text messages while driving? Would you say 
very likely, somewhat likely, somewhat unlikely, or very unlikely?”; the phrases 
“would you say” and “or” are short but important transition statements. 

Interviewer Training 
The amount of interviewer training necessary depends on whether the intercept survey is 
administered by interviewers or self-administered by participants. If the survey is self-
administered by participants (e.g., via a paper, tablet, or laptop), the training for the staff should 
include: 

• Instructions on how to use the software or system if the survey is conducted on a tablet or 
laptop. 

• Strategies for persuading people to participate in the survey without biasing the survey. 
• Instructions on how to implement the sampling procedures. 

Pre-prepared answers for questions that survey participants may ask (e.g., about 
understanding of specific survey questions and wording) or issues they may encounter 
(e.g., trouble navigating the software). 

If interviewers administer the survey, training should also include: 

• Instructions on how to read the questions, as well as what information should or should 
not be read. 

• Techniques for probing when answers that survey participants provide are unclear. 
• Mock interviews so that the interviewers can understand how to control their pace and 

flow and how to manage the pitch and tone of their voice. 

Finally, the principal investigators should occasionally monitor interviewers to adjust procedures 
if needed, address any difficulties, and provide timely feedback to interviewers. 
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Survey Administration 
The interviewers at each intercept location should first identify and establish contact with (i.e., 
“intercept”) the potential survey participants. Interviewers should convey all information that 
people need to make an informed decision about whether to participate, including: the study’s 
name and purpose, incentive information, time commitment, and the voluntary nature of the 
research. Next, interviewers should ask screening questions to determine the study eligibility of 
potential participants. These questions may address both general screening criteria (e.g., people 
who have previously participated in the same survey or who are not from the community should 
be excluded) as well as study-specific screening criteria (e.g., being a driver 65 or older).  

Surveys completed at a data collection site can be self-administered by participants (on paper or 
a tablet) or administered by an interviewer. If a survey is designed to be self-administered but a 
participant is uncomfortable or unable to complete the survey themselves on paper or on a tablet, 
the interviewer can read the questions to the participant and record their answers for them. Once 
a participant completes the survey, the interviewer should acknowledge the participant’s time 
and effort, and make note of any issues encountered. Quotas should be continually monitored at 
the local jurisdiction level so that when the maximum number for a quota cell is reached, data 
collection is discontinued for that cell. For example, if target sample size for male participants 75 
or older is reached, additional 75-or-older male participants should be deemed ineligible to 
complete the survey. 

Incentives 
Because intercept surveys are typically administered immediately after the participant is invited 
to participate, either prepaid or promised (i.e., postpaid) incentives can be used. Previous 
research has shown that prepaid cash incentives are more effective for increasing response rate 
than promised incentives or gifts, although these standard findings may not apply to intercept 
surveys. It is not ideal to distribute prepaid incentives directly to people when they are 
intercepted. However, incentives can be handed out to people after they agree to participate but 
before they start to complete the survey. Incentives provided to participants might include a 
small amount of cash, free products, gift cards, or coupons. As mentioned previously, the use of 
incentives to collect data is common in the private sector, but it is not something that the Federal 
Government does as a routine matter. The Federal Government cannot provide these types of 
rewards without first justifying their use as a necessary expense of collecting the survey data. 

Survey Estimation 
For an intercept survey, calibration weighting should generally be conducted using the external 
population benchmarks at the jurisdiction level, although calibrations weights can be created for 
each intercept location if the population benchmarks are available at the intercept location level. 
The intercept locations can be treated as clusters when doing survey estimation, so that the 
correct variance estimates and confidence intervals can be obtained. 

As previously mentioned, weighting often increases the variability of survey estimates without 
guaranteeing the removal of bias. An alternative is to use a model-based approach without 
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applying any types of survey weights. For intercept surveys, statistical model-based approaches 
include: 

• logistic regression if a survey outcome of interest is a proportion estimate,   
• linear regression model if the survey outcome of interest is a total estimate, or 
• multi-level models, since intercept locations and survey participants can be treated as two 

analysis levels in the model.  
Because the sample drawn for an intercept survey is just a small fraction of the target population 
and the person-level auxiliary information is typically not available for the non-sampled cases, 
the population totals of auxiliary variables should be obtained (if available) as alternative 
auxiliary information to build the statistical models.  

Comparison to Probability Sampling Methods 
Compared to an intercept survey with quota sampling, ABS can append auxiliary variables that 
can be used in sample design. This reduces the bias generated from unobserved variables that are 
correlated with both the inclusion of population members and the outcome being measured (i.e., 
the exchangeability issue). ABS also has better coverage of the target population, which reduces 
the bias generated from any population segments with certain characteristics missing in the 
sample (i.e., the positivity issue), and ensures the survey results can be generalized to the target 
population. However, as discussed previously, ABS can be more complex in terms of operations 
and more expensive to implement than an intercept survey under certain circumstances. Table 5 
and 6 provide comparisons between intercept surveys with quota sampling and ABS in terms of 
quality and feasibility. Table 5 summarizes the results of the quality assessment using the four 
concepts of exchangeability, positivity, composition, and precision. 
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Table 5. Quality of Intercept Survey With Quota Sampling Versus Address-Based Sampling 

 
Intercept Survey With Quota 

Sampling Address-Based Sampling 
Exchangeability  Intercept surveys are subject to 

bias due to the exchangeability 
issue. Auxiliary variables are 
typically not available up front and 
cannot be used in the sample 
design stage. Questions should be 
added to the survey instrument so 
that the relevant variables can be 
used in survey estimation stages to 
adjust for the potential bias. 
 

Random sampling breaks the 
association between unobserved 
variables and probability of 
inclusion. In addition, auxiliary 
variables appended to the address 
list can be used in the sample design 
to target the specific population of 
interest and balance the sample 
allocation among different 
subpopulations, so that the risk of 
exchangeability can be reduced. 

Positivity  Intercept surveys are subject to 
bias due to the positivity issue 
(which cannot be easily adjusted), 
as not all locations can be covered 
in practice. The impact of the 
positivity depends on the extent to 
which people excluded from the 
sample differ systematically from 
the overall population. 

The extent of coverage error 
depends on the amount of under-
coverage of the addresses and the 
extent of differences between 
covered and non-covered addresses. 
Because the addresses are usually 
supplied by the USPS, ABS 
generally has good coverage of a 
target population, especially if the 
population is not hard to reach. 

Composition People in one intercept location 
may be different from those in 
other intercept locations. Quota 
sampling and calibration 
weighting can be used to adjust 
bias due to the composition issue 
under certain circumstances. 

Calculation of design weights, 
nonresponse weighting, and 
calibration weighting can adjust for 
bias due to composition issues. 

Precision  It is difficult to determine. 
Assuming the estimates are 
approximately unbiased, the 
precision of an intercept survey 
depends on how large the overall 
sample size is, how many 
locations are selected, how the 
sample is allocated across 
locations, the homogeneity within 
each location, the extent to which 
the sample resembles the 
population, and how weighting is 
conducted. 

The precision of ABS depends on 
factors such as how large the overall 
sample size is, whether a multistage 
stratified sampling design is 
implemented, and how weighting is 
conducted. Highly unequal 
probabilities of selection in ABS can 
reduce precision. 
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As described previously with opt-in surveys, regression models can be used to test the existence 
relationships between survey variables and auxiliary variables. 

The distribution of demographic and other characteristics for people in intercept locations and 
survey participants can be compared to the distribution of these characteristics from the external 
benchmarks to determine whether any portion of the population is missing. Calibration 
weighting should be conducted if the actual number of completed surveys in each quota cell 
deviates from the number of completed surveys prescribed in the original quota design or if there 
are important population characteristics that were not incorporated in the quota design. 

If possible, compare the point estimates to the external benchmark first. If the difference is small, 
look at the standard error estimates/confidence interval. 



 

19 

Table 6. Feasibility of Intercept Survey With Quota Sampling and Address-Based Sampling 

 
Intercept Survey With  

Quota Sampling Address-Based Sampling 
Operational 
Complexity 

Operational complexity varies 
depending on how locations are 
selected, the data collection mode 
used, and the procedures used to 
implement the sample design and 
facilitate participation. Interviewer 
recruitment and training can be 
more complex and time-consuming 
than other operational steps (e.g., 
survey instrument design and survey 
fielding). 

Operational complexity is typically 
high.  

Considerable effort is required to create 
the address list; activities include out-of-
scope address removal, address updates, 
deduplication, standardization, and the 
appending of auxiliary data. Complexity 
is further increased if face-to-face 
interviews are used as the data 
collection mode, as interviewer training 
and scheduling are needed. 

Statistical 
Complexity 

Statistical complexity varies.  

On the sampling side, the 
complexity depends on what 
sampling method is taken to select 
intercept location and how the quota 
is designed to balance participants’ 
characteristics. On the estimation 
side, calibration weighting can be 
conducted, although more effort 
(e.g., model-based estimation) can 
be taken to attempt to reduce bias 
and estimate variance. 

Statistical complexity is typically high.  

On the sampling side, the complexity 
depends on whether a multistage or 
single stage sampling design is taken. 
On the weighting side, weighting needs 
to be conducted to account for design 
weights, nonresponse weighting, and 
calibration weighting. 

Data 
Collection 
Mode 

Surveys can be administered by 
onsite survey interviewers or can be 
self-administered by survey 
participants (with participants 
recruited by interviewers). Surveys 
can be completed on paper, on a 
tablet, or on a laptop. 

Face-to-face interviews or mail are the 
primary data collection modes for 
collecting survey responses, although 
telephone and web can be used as 
supplemental modes for purpose of 
reminders or data collection if the 
contact information can be appended to 
the address list. 

Length of 
Fielding 
Period 

Fielding is typically faster than a 
mail survey but slower than an 
online survey.  

The actual time depends on how 
many times and locations need to be 
sampled and how quickly the 
number of surveys needed to fulfill 
each quota cell can be fielded. 

Fielding is typically slow since face-to-
face interviews and mail are the primary 
modes of survey data collection. 
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Intercept Survey With  

Quota Sampling Address-Based Sampling 
Cost Cost varies.  

Factors that influence cost include: 
number of intercept locations, 
sample size within each location, 
number of interviewers recruited, 
amount of interviewer training 
offered, amount of interviewer 
travel required, effort expended to 
follow up with sample members and 
field the target number of completed 
surveys in each quota cell, and value 
of incentives used.  

Cost varies.  

Factors that influence cost include 
overall sample size, how much effort is 
expended to follow up with non-
respondents, and whether incentives are 
used. If ABS is used with web data 
collection, costs will typically be higher 
than an opt-in panel but not dramatically 
so. Cost will be higher by orders of 
magnitude if face-to-face interviews 
(rather than mail or web) are used as the 
data collection mode. 
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Secondary Data Sources for Program Evaluation 

Federal Data 

Overview 
Multiple sources of Federal data could be used to track change over time in certain traffic safety 
behaviors. The Fatality Analysis Reporting System (FARS) is a nationwide census providing 
publicly available data regarding fatal injuries suffered in motor vehicle traffic crashes. The 
Fatality and Injury Reporting System Tool (FIRST1)—is an online reporting system that 
incorporates data from FARS as well as from the Crash Report Sampling System (CRSS) 
(formerly General Estimates System (GES)) when generating injury estimates. Queries can be 
run at the State level.  

In addition, data regarding commuting behavior are available from the American Community 
Survey (ACS2). Specifically, data are available on means of transportation to work, including 
driving alone and carpooling; time leaving home to go to work; travel time to work; and number 
of vehicles in the household. These questions are included in the ACS each year, and data are 
available by sex and can be analyzed at the county level for localities with populations of 
100,000 and above. County estimates are also available for the overall proportion of workers 16 
years and older who use a vehicle to commute to work alone.  

Another source of data that could be used to track driving-related crashes and injuries is the 
National Emergency Medicine Services Information System (NEMSIS3). NEMSIS is a national 
database that stores emergency medical services (EMS) data from U.S. States and Territories. 
NEMSIS provides a framework for standardizing EMS data collection, storage, and sharing 
nationwide and includes data on vehicular and pedestrian injuries that are submitted by each 
State. 

Advantages 
One advantage of using Federal data is that they are publicly and freely available on the NHTSA, 
U.S. Census Bureau, County Health Rankings, and NEMSIS websites. ACS data are also 
available at the level of the individual respondent (i.e., microdata) through the U.S. Census 
Bureau. A variety of weighted analyses—including t-tests and regressions, among others—can 
be conducted using these person-level data. Federal data are thus easy to obtain and can also be 
analyzed at the county level where the population is large enough.  

Limitations and Suggestions 
Federal data do have limitations. ACS person-level data may not always be available at the 
desired geographic level, such as census tract or even county, when the populations for these 
specific localities are small. In addition, although the sample size for the ACS is very large at the 
national level, sampling error can have a meaningful effect on estimates among smaller 
geographic areas. An important limitation of NEMSIS data is that it only includes crashes where 
EMS was involved. Another limitation of Federal data, overall, is that they do not directly speak 

                                                 
1 https://cdan.dot.gov/query  
2 https://www.census.gov/programs-surveys/acs  
3 https://nemsis.org  

https://cdan.dot.gov/query
https://www.census.gov/programs-surveys/acs
https://nemsis.org/
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to attitudes or awareness about traffic safety. However, local traffic officials can use such data to 
supplement surveys they are conducting, as such data provide insights into specific behaviors 
that various programs and initiatives may be targeting.  

Highway Safety Plans 

Overview 
State Highway Safety Plans (HSPs) are State-level planning documents that describe the 
allocation of funding and the kinds of activities that are planned for the fiscal year. Specifically, 
they provide a framework for reducing traffic-related injuries and fatalities. Each State has its 
own HSP that references and reports on various types of data collected in that State. Types of 
data that are sometimes included in HSPs include overall rates and percentages of crashes and 
fatalities, which in some cases are reported by certain groups (e.g., impaired drivers, 
younger/older drivers, pedestrians, motorcyclists), and other factors, such as the timing of 
crashes (e.g., time of day, day of the week) and safety measures involved (e.g., seat belt or 
helmet use). HSPs often also describe surveys and may include measures of attitudes and 
awareness about traffic safety, perceptions of enforcement strategies, self-reported driving 
behaviors such as seat belt use, personal assessments of potentially dangerous driving behaviors 
(e.g., the risk associated with these behaviors or their approval by others), and self-reports of 
observed traffic behaviors in other drivers. For example, the 2018 New York State HSP included 
results from a driver behavior survey that included self-reported behaviors such as driving over 
the speed limit and seat belt use. The 2018 Michigan State HSP included results from a 
telephone survey that focused on impaired driving, seat belt use, and other driver behaviors. In 
addition, some States collect data on attitudes as part of broader safety evaluations. These 
evaluations often use multiple types of data, including survey, administrative, and 
observational data. 

Advantages 
Data that are available in HSPs may directly correspond to the specific research questions that 
local traffic officials have regarding attitudes and awareness about traffic safety, as some States 
report results from various survey and program evaluation efforts in their HSPs. In these cases, 
local traffic officials can reference their States’ HSPs or contact their State Highway Safety 
Office to obtain more information if needed. In addition, because HSPs are annual plans, certain 
measures, including outcomes such as crash rates as well as survey data on attitudes, are reported 
over time. 

Limitations and Suggestions 
Limitations of data reported in HSPs include the fact that the methods of data collection as well 
as the specific kinds of data that are collected vary widely by State. The quality of data and the 
level at which the data are aggregated (e.g., at the county or city level) vary by State as well. 
Thus, measures of attitudes and awareness regarding traffic safety may not be readily available 
in every State’s HSP. In addition, the types of analyses that can be conducted with the data that 
can be obtained will depend on the type and level of data (e.g., person level versus aggregate 
data) available. However, although survey and evaluation data tend to be reported less 
consistently, certain measures of outcomes (e.g., rates of crashes or fatalities within a given 
State) are collected more consistently and over time. Such measures can be useful in augmenting 
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survey efforts that local officials may be planning. For example, outcome measures can be used 
alongside surveys aimed at evaluating a traffic safety program. Local traffic safety officials 
should first review their State’s HSPs to better understand the tools and data available and 
contact their State’s Highway Safety Office to obtain more information. 

Vision Zero Action Plans 

Overview 
Cities and counties where Vision Zero programs are in place usually publish Vision Zero action 
plans, which sometimes contain results or descriptions of surveys focused on understanding the 
public’s main safety concerns. For example, as part of Denver Vision Zero (2017), an intercept 
survey was conducted assessing general traffic safety concerns, including behavior and 
infrastructure concerns and suggestions regarding what the city can do to improve traffic safety. 
Similarly, as part of Vision Zero Philadelphia (2017), a short survey was conducted to measure 
the personal impact that traffic crashes have had on people, people’s fear of traffic when 
walking, and the public’s familiarity with speed limits. Similar surveys have been conducted as 
part of Vision Zero Alexandria (2017), Vision Zero (Washington) DC (2015), and Vision Zero 
Anchorage (2016) to measure the public’s traffic safety concerns.  

As part of these Vison Zero action plans, a series of interactive online maps have also been 
implemented in cities and counties across the United States. Such maps are used to crowdsource 
data from the public online. These maps allow the public to indicate where crashes, near-misses, 
unsafe driving conditions, risky traffic behaviors, or unsafe conditions for pedestrians have been 
observed. Some Vision Zero programs (e.g., Vision Zero Somerville) identify these areas in the 
online maps themselves to indicate high-volume crash sites and the severity of crashes (e.g., if 
injuries or fatalities occurred). Such maps have been implemented as part of Vision Zero 
programs in New York City, Philadelphia, Boston, San Luis Obispo (California), Charlotte 
(North Carolina), and Montgomery County (Maryland).  

Advantages 
When available, descriptions of surveys and summaries of results can be easily accessed through 
a city or county’s Vision Zero action plan published online. Because the data are available at the 
city or county level, they are granular enough to be useful in better understanding a specific 
locality’s traffic safety concerns. As a part of some Vision Zero action plans, interactive maps 
are publicly available and can be easily accessed online as well. Although the underlying data are 
not directly available, these data may be requested from specific Vision Zero programs.  

Limitations and Suggestions 
Generally, information provided about surveys conducted as part of city and county Vision Zero 
programs tends to be quite limited. For example, relatively little information is provided 
regarding how data are collected, and the surveys mentioned tend to be relatively short and 
sample a small number of people. Even when sample sizes are adequate, these surveys can suffer 
from selection bias if the samples are not drawn from a probability-based frame or adjusted using 
techniques such as those discussed above. The types of analyses that can be conducted using 
Vision Zero data may also vary, depending on whether person-level data can be obtained. While 
not all Vision Zero programs have conducted surveys their action plans may, however, reference 
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outcome measures specific to a given city. These metrics can provide additional insight into 
behaviors related to a particular locality’s traffic safety (e.g., crashes and factors involved in 
crashes such as drinking alcohol) that may help to supplement survey efforts undertaken by local 
traffic safety officials.  

Social Media 

Barriers to Social Media Data Use 
Though the use of social media data (e.g., from Twitter or Facebook) in social science research 
has grown over the years, acquiring and analyzing this type of data presents barriers. One 
significant barrier is that social media data sometimes must be purchased from third-party 
vendors, which can be quite expensive. Pricing depends on the type of services the vendor 
provides, which can range from monitoring social media platforms only (e.g., Twitter, Instagram, 
Reddit) to monitoring platforms and the web (e.g., news sites, blogs).  

It is also difficult to accurately track data by location because users can choose to disable 
geolocation so that their activities cannot be tracked by location. Although a user may list their 
hometown in their profile and their location could be identified that way, there is no way to 
accurately track whether they are tweeting from that location if geolocation is not enabled. 
Furthermore, when geolocation is enabled, activities are tracked based on the location from 
which someone posted, which may not be the location the user has listed in their profile. In 
addition, it may be difficult to get enough data for smaller localities. Given these constraints, 
using social media data to track attitudes in a specific location can be difficult and prone to error.  

Analysis of social media data may also present technological and expertise-related barriers. 
Experience in data science, natural language processing methods, and structured query language 
(SQL) is necessary to analyze social media data.  

It is also important to note that tweets and posts may not always reflect public opinion. For 
example, tweeting is a social, self-directed process, and is often driven by specific events. Even 
when sentiment can be measured from individual tweets, it may be difficult to generalize 
findings to the population of a given locality, as Twitter users may differ in a variety of ways 
from non-Twitter users.  

Local Data Sources 
A variety of local data sources may be readily available to traffic safety officials in specific 
localities. These include police data (e.g., reports on crashes and fatalities), EMS data, as well as 
public health and hospital record data (e.g., traffic crash-related injuries and hospitalizations). 
Some of these data may be available at the person level and could therefore be analyzed using t-
tests, regressions, and other statistical techniques. Although these data may not speak to attitudes 
and traffic safety awareness directly, local officials should consider using these locality-specific 
data sources, as they provide insights into behaviors and outcomes (e.g., fatalities and crashes) 
that can be used in conjunction with survey efforts. In addition, because these data sources as 
locality-specific, they are granular enough to track at the community level.   
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Conclusion 
This document presents two nonprobability sampling methodology plans intended to provide 
information to local traffic safety officials who are seeking to develop and implement survey 
studies on traffic safety attitudes and awareness. 

Table 7. Comparison of Non-Probability Sampling Methods 

 
Opt-in Online Panel Survey With 

Quota Sampling (Plan 1) 
Intercept Survey With Quota 

Sampling (Plan 2) 
Typical 
Target 
Population 

General population 

Common subset of general 
population 

Hard-to-reach population not 
involved in illegal or stigmatized 
activities 

General population 

Common subset of general 
population 

Study Area 
Size 

Population size of a local area 
should be of sufficient size (e.g., 
large counties, groups of counties). 

Population size of a local area is 
small (e.g., cities or small counties). 

Cost Cost is generally low  

Factors that influence cost include 
overall sample size, effort expended 
to follow up with sample members 
and field the target number of 
completed surveys in each quota 
cell, and the value of incentives 
used. When the scope or the 
population size of a local area is too 
small, additional costs are necessary 
to recruit more panel members. 

Cost can vary.  

Factors that influence cost include: 
number of intercept locations, 
sample size within each location, 
number of interviewers recruited, 
amount of interviewer training 
offered, amount of interviewer 
travel required, effort expended to 
follow up with sample members and 
field the target number of completed 
surveys in each quota cell, and value 
of incentives used. 

Length of 
Fielding 
Period 

Fielding is relatively fast.  

The actual time depends on how 
quickly the number of surveys 
needed to fulfill each quota cell can 
be fielded. 

The length of fielding period can 
vary.  

Fielding is typically faster than a 
mail survey but slower than an 
online survey. The actual time 
depends on how many times and 
locations need to be sampled and 
how quickly the number of surveys 
needed to fulfill each quota cell can 
be fielded. 
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Opt-in Online Panel Survey With 

Quota Sampling (Plan 1) 
Intercept Survey With Quota 

Sampling (Plan 2) 
Flexibility of 
Data 
Collection 
Mode 

Web is the primary data collection 
mode, although telephone and mail 
may be used as supplemental modes 
for the purpose of reminders or data 
collection if the contact information 
is available in the panel. 

Surveys can be administered by 
onsite survey interviewers or can be 
self-administered by survey 
participants (with participants 
recruited by interviewers). Surveys 
can be completed on paper, on a 
tablet, or on a laptop. 

 
 
An opt-in online panel survey is a relatively inexpensive and efficient way to collect survey 
responses, and it is advantageous that information from the panel can be used to assist with 
sampling design and survey estimation. However, opt-in online panel surveys are typically not 
appropriate for hard-to-reach populations, such as those whose members are involved in illegal 
or stigmatized activities, and extra effort and cost will be required to recruit additional panel 
members to obtain the desired number of survey responses if the population size of a local area is 
particularly small. While national panels may have over a million members, it is unlikely that 
they would have enough active panelists from any one medium or small town to assess a change 
in attitudes. 

An intercept survey can be conducted through a variety of modes (e.g., paper, tablet or laptop, 
face-to-face interviews) and is appropriate for collecting survey responses from the general 
population when the population size of a local area is small. However, it is not appropriate for 
use with hard-to-reach populations, and the expenses associated with interviewer training and 
travel can drive up the survey’s cost. 

Quota sampling, in conjunction with survey estimation approaches such as calibration weighting 
and other model-based estimation techniques, can be incorporated into an opt-in online panel 
survey or an intercept survey to reduce bias and improve the precision of the survey estimates. 
Note, however, that the bias of an opt-in online panel survey or an intercept survey cannot be 
eliminated using these techniques. 

The nonprobability sampling methods described here should be considered as options when the 
budget, the timeliness, or the accessibility of a target population prohibits the use of probability 
sampling. However, these methods are generally subject to greater bias than probability sampling 
methods and should be used with caution if the study goal is to accurately estimate population 
values as opposed to detecting change. 

When primary data collection for program evaluation is not feasible, there are secondary data 
sources are available to local traffic safety officials that may be helpful in assessing attitudes and 
awareness about traffic safety. Data sources such as Vision Zero Action Plans and State HSPs 
may provide survey data on attitudes and awareness. However, there is considerable variation 
regarding whether such data are made available as well as its quality. Other data sources, such as 
Federal data, provide estimates of commuting behavior as well as crash and injury rates. Though 
such data sources do not directly address local attitudes and awareness about traffic safety, they 
do offer insights into driving behaviors and can therefore be used to augment survey efforts.  



 

27 

Measuring change in traffic safety attitudes is an important component of program evaluation to 
determine whether a traffic safety countermeasure achieved its specific objective, and the traffic 
safety community benefits from solid evaluations that indicate what is and what isn’t working. 
When appropriate, officials may want to partner with researchers and experts at local college or 
university public health or statistics departments for additional insight.   
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Appendix: Glossary of Terms 

Sampling Concepts 
address-based sampling (ABS) 

A sampling approach that involves the selection of a random sample of addresses from a 
list of postal addresses from the U.S. Postal Service.  

convenience sampling 
The participants are selected to be in the survey based on convenience or ease for the 
survey researchers. 

intercept survey 
An approach to conducting surveys that typically involves recruiting participants when 
they pass by a particular location (e.g., the entrance of a shopping mall). This approach 
has been extended to the web in recent years by intercepting people who are reaching or 
browsing a specific website. 

multistage stratified sampling 
A sampling approach in which population units are partitioned into different 
subpopulations, called strata, based on geographic and/or demographic characteristics. 
Next, within each stratum, geographic subsets or other natural clusters are sampled 
independently, followed by possible further subsampling until a simple random sample or 
census of the lowest level cluster is obtained.  

network sampling 
A sampling approach often used with hard-to-reach populations in which employing a 
probability sampling method is technically infeasible or cost prohibitive. It involves first 
selecting a small initial sample and then identifying additional participants through their 
social networks. Also known as snowball sampling, chain-referral, or link-tracing. 

nonprobability sampling 
A sampling approach in which some members of the population have no chance of being 
selected into the survey and the selection probability for those who are included is 
unknown. 

opt-in online panel surveys 
Surveys in which personal background information for participants (e.g., demographics) 
is collected upon initial recruitment and panel members can be sampled for a specific 
online survey based on this background information. A routing approach can also be 
applied, wherein panelists are invited to complete a survey and assigned dynamically to 
one of many simultaneously fielding surveys based on the respondent’s characteristics 
and the survey’s needs. 

probability-proportional-to-size (PPS) sampling 
A sampling method in which the size measure for the population unit is available before 
sampling, and the chance of selecting a population unit is proportional to its size measure. 

probability sampling 
A sampling approach in which all members of the population have a known and non-zero 
probability of being selected into the survey. Assuming all sample members complete the 
survey, probability sampling allows results from a survey sample to be generalized to the 
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larger population that the sample members are intended to represent under known 
mathematical measures of uncertainty. In practice, factors such as nonresponse or 
measurement error may affect this inference in ways that may or may not be quantified 
(Horvitz & Thompson, 1952). 

quota sampling 
In this special case of sample matching, a sample is drawn so that the distribution of 
selected characteristics is like that of the larger population with respect to the 
characteristics used in designing quotas.  

sample matching 
An approach in which a participant whose data were obtained from a nonprobability 
survey is paired with a similar person whose data were obtained through a probability 
survey.  

sampling frame 
A full list of population members. 

simple random sample 
A sampling approach in which all population units are sampled independently and have 
an equal probability of selection.  

Quality Evaluation Criteria 
composition 

Refers to whether the distribution of observed variables in the sample is similar to the 
distribution of observed variables in the population. 

exchangeability 
Refers to whether there are any unobserved variables that are correlated with both the 
inclusion of population members in the sample and the outcomes being measured in the 
survey. 

positivity 
Refers to whether any population segments with certain characteristics have no chance of 
being included in the sample. 

precision  
The inverse of an estimate’s variance. That is, an estimate that has high precision will 
have low variance. 
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Survey Error Concepts 
expected value 

Reflects the long-run average of a random variable. In the context of surveys, the 
expected value of an estimator typically reflects the average quantity that would be 
obtained if the survey were repeated an infinite number of times. 

bias 
The expected difference between the true population value and the expected value 
obtained by repeating a survey an infinite number of times. 

variance 
A statistic that characterizes variable (i.e., random) errors in an estimate. Variance is the 
expected squared difference between an estimate and the long-run average of the 
estimate. For instance, the sampling variance refers to random variability that arises due 
to not sampling the entire population for a survey. 

confidence interval 
A random interval, typically centered on a survey estimate, that indicates where the 
population value is thought to be located. 

Weighting Concepts 
weighting 

A statistical adjustment method that attempts to generalize the results from the survey 
respondents to the larger population they are intended to represent. Respondents who are 
underrepresented or overrepresented are assigned a larger or smaller weight, respectively. 

design weights 
These are equal to the reciprocal of the known probability of selection in a probability 
sample. They are used to return to representativeness when the sample design uses 
unequal probabilities of selection, either intentionally—as when certain minority 
populations or other less-common elements are oversampled to improve precision of 
estimates related to them—or when practical issues necessitate unequal selection 
probabilities. 

nonresponse weighting 
If there are available covariates that are known for the sampled elements before the 
conduct of the survey (e.g., geographic location in a cross-sectional study, data from a 
previous wave in a panel study), then these covariates can be used to predict the 
probability of a given sample member actually responding, and weights equal to the 
reciprocal of this estimated probability of response can be computed. If the covariates are 
categorical and of limited dimension, the response rate within each of the categories can 
be computed and its reciprocal can be used as the weight. If some of the covariates are 
continuous, logistic regression can be used to predict the probability of response. 

calibration weighting 
A weighting approach in which the survey demographic characteristics are made to be 
equal to the known population totals with respect to the selected characteristics 
(Deville & Särndal, 1992). 
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